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This paper explores the prediction of bankruptcy of Greek retail and wholesale trade companies and, in 
particular, the relation between the forecasting ability of the Logit model and the degree of homogeneity 
of the samples of bankrupt and healthy companies. A sample of 119 bankrupt companies was matched 
with an equal sample of healthy companies for the period 2003-2014, based on year, sector, and sub-
sector, which was formed by random selection. Using the method of factor analysis, seven financial 
ratios were selected, which are the independent variables of the model. Applying the Logit model, the 
results showed a significant explanatory capability of the model in the trade sector as a whole as well 
as in the wholesale trade sub-sectors, which increases as the homogeneity of samples of bankrupt and 
healthy companies increases.In particular, the predictive capability of the model that we used improved 
by 14.3% regarding the classification of bankrupt firms when the same methodology was applied from 
the broader sector to the sub-sector.  Moreover, the independent variable of capital structure has the 
highest stability and contributes substantially to the discriminant validity of the Logit model. 
 
Key words: Bankruptcy, corporate bankruptcy, sectoral forecasting models, financial and accounting ratios. 

 
 
INTRODUCTION 
 
The limited investigation of the effects of industry features 
on the prediction of firm bankruptcy may often lead 
forecast models to unreliable results. Applying a 
prediction model to firms of one sector may lead to 
misleading results if the same model is applied to firms of 
a different sector (Hossari, 2009). The sector of the 
enterprise activity plays an important role in its course 
(Stokes and Blackbum, 2002; Thornhill and Amit, 2003), 
and sometimes the negative impact of a sector may also 
be the cause of firms‟ bankruptcy (Lang and Stulz, 1992). 

When a sector or subsector of economic activity is 
experiencing severe financial problems, this will also 
affect the function of the firms that belong to it and it is 
possible that some of them may be bankrupt. Each sector 
and subsector of economic activity has particular 
accounting and financial characteristics and the problems 
it faces may be due either to internal or to external 
factors. 

Ooghe and Waeyaert (2004) report that the sector 
determines  many  of  the firm's characteristics, which are
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often the cause of bankruptcy. However, Ross et al 
(2018) state within-industry accounting similarity varies 
across industries. For this reason they develop a new 
measure of firm-group accounting similarity which 
captures co-movement in accounting fundamentals over 
time. 

Firms belonging to different sectors may differ in 
performance, financial results, or composition of liabilities 
and assets because different activities are causing 
special requirements (Camska, 2016). A vast amount of 
studies in corporate finance provide evidence of the 
importance of peers influence in a number of corporate 
policies including those that determine capital structure 
(Leary and Roberts, 2014) and cash holdings (Chen and 
Chang, 2013), dividend policy (Popadak, 2012) and 
investment policies (Foucault and Fresard, 2013), among 
others. 

One of the most important elements of a successful 
bankruptcy forecast is the selection of appropriate 
samples of bankrupt (failed) firms, which should be 
homogeneous and aggregate qualitative and quantitative 
features of the financial information of the financial 
statements. Indeed, samples of firms which are active in 
the same sector or subsector of economic activity show a 
greater degree of homogeneity. 

The degree of homogeneity of samples depends on 
many factors and in particular accounting and financial 
characteristics, such as the type of inventories, their 
sensitivity and obsolescence, the level of competition, the 
different accounting methods (Chava and Jarrow, 2004), 
the credit policy followed, financing factors, allocation of 
working capital components, the legislative framework, 
the import or export-orientation of the firm, the size of the 
firm, etc. 

For these reasons, in the last decade, in particular, 
surveys of business failure forecast have focused on 
sector-specific samples. However, to the best of our 
knowledge, there is no relevant empirical study 
demonstrating an improvement of prediction models as 
the sample used is specified, becoming more and more 
homogeneous. This study contributes to the literature in 
several important ways. First, it provides unique empirical 
evidence, as the increasing homogeneity of firm samples 
(as is the case in sector and sub-sector samples) leads to 
a better forecasting ability of the models.It also highlights 
the differences between the effect of the same financial 
ratios of firms belonging to different sectors and sub-
sectors of economic activity on bankruptcy prediction. For 
our study, a sample of 119 Greek trading firms that went 
bankrupt during the period 2003-2016 was used; 75 of 
them belong to the wholesale trade sector (including 
companies belonging to the subsectors of food, paper, 
household, furniture, etc.). In addition, a sample 
comprising 31 firms belonging to the sub-sector 
"Wholesale of household articles" was created. We chose 
this sub-sector for our analysis because of the greater 
availability of  observations.  This   sub-sector  represents  
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the largest number of companies and observations in our 
sample compared to the other sub-sectors of the 
wholesale trade, in which there were available data for no 
more than 20 companies –something that is not 
considered an appropriate size for our study. 

The time period we chose for our analysis (2003-2016) 
includes two significant sub-periods: 2003-2008 and 2008 
to 2014, which mark the period before the crisis and 
during the crisis period, respectively. Although the 
economic crisis in Greece has had many consequences 
on firms‟ characteristics and policy, we assumed that it 
does not affect the analysis of our research 
question,which is related to forecasting ability and the 
degree of sample homogeneity.  

The Logit model was developed in this paper and an 
attempt was made to highlight differences in the 
forecasting ability of the model among the three different 
samples of firms.The selection of the appropriate 
variables was implemented by applying the factor 
analysis technique. 

Our decision to focus on Greek businesses is based on 
the fact that similar research on non-listed and mostly 
family-type enterprises, as is the case with most Greek 
businesses, is absent from the international literature. 

According to our research results, the predictive 
capability of the model we used improved by 14.3% 
regarding the classification of bankrupt firms when the 
same methodology was applied from the broader sector 
to the sub-sector (in other words, the homogeneity of the 
sample increased). The corresponding improvement was 
in the range of 20% for healthy businesses. This paper 
will make a significant contribution to better investigating 
and identifying the causes of corporate financial failure 
and the results will contribute to strengthening future 
scientific research on business failure prediction. The 
analysis we present can also be applied in future 
research to assess the effect of sample homogeneity on 
other sectors such as the manufacturing industry.Finally, 
this study provides some important approachesto failure 
prediction that should be helpful to policymakers, 
investors, banks, regulators,and financial analysts with 
regard to the forecasting and preventing of economic 
distress. 
 
 
LITERATURE REVIEW 
 
In recent decades, the development and implementation 
of failure and bankruptcy prediction models has been of 
particular interest to researchers and scholars. Beaver 
(1966) with the univariate analysis, Altman (1968) with 
multivariate discriminant analysis, Meyer and Pifer (1970) 
with the linear probability model, Martin (1977) and 
Ohlson (1980) with the development of the logarithmic 
probability model (Logit), and Hanweck (1977), 
Grablowsky and Talley (1981), and Zmijewski (1984), 
with  the  development  of  the  normal  probability  model  
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(Probit), laid the groundwork for later research in the field 
of business failure prediction. 

Significant researches referring to failure and 
bankruptcy prediction were based on the previous 
techniques, such as:Deakin (1972), Edmister (1972), 
Blum (1974), Diamond (1976), Taffler and Tisshaw 
(1977); Altman, Haldeman and Narayanan (1977), 
Dambolena and Khoury (1980), Taffler (1982), Gombola 
and Ketz (1983), Micha (1984), Zavgren (1985), Frydman 
et al. (1985), Gombola et al. (1987), Aziz et al. (1988), 
Peel and Peel (1988), Keasey and McGuinness (1990), 
Platt and Platt (1990), Luoma and Laitinen (1991), 
Theodossiou (1993), Johnsen and Melicher (1994), 
Altman et al. (1995), McGurr and DeVaney (1998), 
Dimitras et al. (1999), Kahya and Theodossiou (1999), 
Charitou et al. (2004), Agarwal and Taffler (2008) and Wu 
et al. (2010).  

Many researchers have dealt with the comparison of 
the predictive capability between different methods. The 
results that have been presented are mixed. For 
instance, Kim (2011), using the techniques of Neural 
Networks (NN) and Support Vector Machines (SVM), 
compared their effectiveness with Multivariate 
Discriminant Analysis (MDA) and Logit analysis (Logit) 
and explored their application using a sample of 33 
bankrupt and an equal sample of non-bankrupt hotel 
companies in Korea. The results showed the superiority 
of the Logit model among statistical techniques and the 
more effective forecasting ability of support vector 
machines among artificial intelligence models. McGurr 
(1996) investigated the predictive capability of the 
discriminant analysis model in United States retailers. In 
the confirmation sample that he used, the overall 
predictive precision of the model ranged from 69.7 -
75.26%. McGurr and DeVaney (1998) compared the 
technique of discriminant analysis (MDA) with the 
logarithmic probability model (Logit), using US retailers 
from 1989 to 1993. The sample consisted of 56 bankrupt 
companies which were matched to 56 healthy firms; the 
results showed an overall predictive precision of 74.1% 
for the multivariate discriminant analysis model and of 
67.2% for the logarithmic probability model. 

Kosmidis et al. (2011) compared in their study the 
Logarithmic Probability Model with the Multivariate 
Discriminant Analysis model. They conclude that the 
Logit model proved to be more effective, presenting a 
bankruptcy predictive capability of 79.6%, compared to 
the Multivariate Discriminant Analysis model, whose 
respective forecasting ability was 77.8%. 

The variables used in the models of these studies were 
mainly derived from the published financial statements of 
the companies. However, in the last decade efforts have 
been made to introduce other variables, too, related to 
corporate governance or market risk, or having 
macroeconomic features. For example, Liang et al. 
(2016) evaluate financial ratios and corporate governance 
indicators in bankruptcy prediction. In  order  to  minimize 

 
 
 
 
any bias effect stemming from the sampling process 
which may affect the model performance, they used the 
10-fold cross validation method to divide the dataset into 
10 subsets with which to test the prediction model. The 
final prediction performance is based on the average of 
the 10 testing results over the 10 testing subsets 
individually. They found that the financial ratio categories 
of solvency and profitability and the corporate 
governance indicators categories of board structure and 
ownership structure are the most important features in 
bankruptcy prediction. 

Charalambakis (2013) uses a discrete Hazard model to 
evaluate the contribution of accounting and market-driven 
variables to the prediction of corporate failure in Greece. 
He concludes that a model that combines a set of 
variables such as sales to total assets, profitability and 
financial risk with market capitalization, excess returns 
and stock return volatility strengthens the prediction of 
financial distress. 

Richardson et al (2015) examined in their study the 
impact of economic distress on tax avoidance in a 
sample of 203 manufacturing companies listed on the 
Australian stock exchange. They show that firms under 
financial distress increase their level of tax avoidance. 
Moreover, they state that the weakened financial position 
of firms may lead them to engage in income-increasing 
earnings management in order to conceal their waning 
position. 

Skogsvik (1990) investigated the forecasting ability of 
the current cost accounting ratios in  comparison to the 
forecasting ability of historical cost accounting ratios to 
predict business failure for a sample of Swedish industrial 
companies. Using probit analysis he found that the 
predictive performance of the current cost accounting 
ratios is very similar to the predictive performance of the 
historical cost accounting ratios. 

Charalambakis and Garrett (2016) investigate whether 
accounting and market-driven variables predict financial 
distress well for a developed market of firms (USA), while 
they also predict financial distress in another developed 
market (UK) and in an emerging market (India). They 
showed that for the UK, a model that combines book 
leverage and excess returns, market capitalization and 
return volatility amplifies the prediction of financial 
distress for UK firms. For the case of Indian firms they 
found that market-based variables do not impact the 
probability of financial distress when they are combined 
with accounting information. 

Standard and Poor corporation (1982) has highlighted 
significant differences between the same financial 
indicators of enterprises belonging to different sectors, 
because there is a difference between the characteristics 
of the sectors, such as the nature of inventories, the 
credit policy followed, the capital structure and the 
structure of assets. 

A huge part of the published research on business 
failure  and  bankruptcy  prediction  refers  to  samples  of  



 
 
 
 
bankrupt manufacturing firms, samples of manufacturing 
and trading firms as a whole, and samples comprising 
companies in different sectors. In this direction, in order 
to highlight the effect of the particular characteristics of 
the sectors of the economy, and thus the degree of 
homogeneity of the samples, the predictive capability of 
the models became the focus of important research 
activity. Altman et al (1974) applied multivariate 
discriminant analysis (MDA) in a sample of 35 
problematic and 99 healthy textile companies in France, 
with fairly good results, highlighting the importance of 
sector specific characteristics. Also, in 1993, recognizing 
the diversity of industry characteristics, he revised his 
model (Z-Score, 1968) to a model of four variables, 
removing the „asset turnover ratio‟ variable, “X5 Sales to 
Total assets", in order to minimize the potential industry 
effects. Pozzoli and Paolone (2016) investigated the 
effectiveness of the revised Altman (Z-Score) 1983 model 
in a sample of Italian companies of the manufacturing 
industry that went bankrupt in the first quarter of 2016. In 
their study, the samples that are used do not allow for 
investigation of the effects of industry or country on the 
risk of failure. The authors conclude that a larger sample 
across different sectors and countries would treat this 
weakness. 

Parsa et al. (2011) state that the variables location, 
affiliation, and size have a significant impact on 
restaurant failure. Pinkwart et al. (2015) analyzed the 
determinants for the business failure of German New 
Technology-Based Firms (NTBF) in different financial 
stages. They showed that the different financial states 
should be analyzed separately when determining factors 
of business failure. 

Gemara et al. (2016) use survival analysis techniques 
in the Spanish hotel industry. They argue that the survival 
of hotels depends on their size, location, management 
and launch in a time of prosperity. Soo (2018) 
investigates the key determinants of US hospitality firms‟ 
financial distress between 1988 and 2010 using 
ensemble models. Financial ratios such as debt-to-equity 
ratio and net profit margin, among others, were defined 
as significant financial distress predictors. 

Michalopoulos et al. (1993) applied the Regressive 
Differentiation Algorithm to a sample of twenty-one Greek 
textile companies (9 bankrupt and 12 healthy). The 
financial ratios they used in the model were equity to total 
assets, return on equity, current assets less inventories to 
total assets, earnings before interest and taxes to total 
assets, current ratio and debt to total assets. The 
classification accuracy was 83.8% for the first year before 
bankruptcy, 76.4% for the second year, and 87.5% for 
the third year before bankruptcy. 

In selecting the most appropriate variables from those 
available, some researchers have applied the method of 
factor analysis. For instance, using factor analysis, Situm 
(2015) concludes that retained earnings to total assets 
ratio    are    not    a   significant   variable   in   insolvency  
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prediction. He also argues that correlation and factor 
analysis should be applied separately for each group of 
firms (solvent and insolvent) for better pattern detection. 

Therefore, first of all, according to the above, it is clear 
that, internationally, research directed towards 
forecasting business failure is now focused on specific 
sectors of the economy. However, it has not been 
empirically investigated how to improve model prediction 
as the degree of homogeneity of the samples increases. 
It also appears that the variables used in almost all 
models are those associated with leverage, profit ability 
and liquidity. 
 
 
Data description  
 
The data of the bankrupt Greek trading firms were 
compiled by the Hellenic Statistical Authority (ELSTAT) 
and include businesses across the whole country that 
have undergone audits and verifications, while the search 
for financial datafrom the financial statements was carried 
out by ICAP GROUP SA. 
The data and features of the final sample of the bankrupt 
companies are as follows (Table 1): 
 
1. The number of trading companies in the sample 
amounted to 119 and refers to companies that went 
bankrupt during the period 2003-2016, whose published 
financial data refer to the period 2003-2014. The year in 
which a firm is declared bankrupt does not coincide with 
the year of publication of the latest financial statements 
due to the time required to complete the bankruptcy 
process. 
2. All the companies in the sample have the legal form of 
the public limited company. 
3. Bankruptcy is a result of the formal bankruptcy 
process. 
4. All the companies in the sample followed the same 
accounting principles, and their published financial 
statements were prepared based on the principles of the 
Greek General Accounting Plan. 
5. Companies are active in the trade sector. 
6. In the absence of certain financial data, due to non-
publication of financial statements, for some years before 
bankruptcy, the latest available data were used. 
7. A random sample of 119 non-bankrupt companies was 
created, which was matched to the sample of bankrupt 
ones, based on year, sector and sub-sector. Non-random 
selection of sample firms creates bias problems 
(Zmijewski, 1984). 

In order to investigate the relation between the 
forecasting ability of the model and the degree of 
homogeneity of the samples of the bankrupt firms, two 
additional samples were created that relate to the 
wholesale trade sector (75 companies) and to the 
wholesale trade-household articles sub-sector (31 
companies) as presented at Table 1.  
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Table 1. Number of firms and sector definition   
 

Sector 
Number of firms 

Failed Non-failed 

Trading  sector (retail and wholesale companies) 119 119 

Wholesale sector 75 75 

Wholesale trade-household articles sub-sector 31 31 

 
 
 
METHODOLOGY  - ECONOMETRIC ANALYSIS 

 
Selection of financial ratios 

 
The criteria with which the financial indicators were initially selected 
are:           
 
1. Their capacity and their interpretative power, which has been 
acknowledged in earlier investigations in other countries as well 
(Chen and Shimerda, 1981). 
2. Their frequency and popularity, with which they appear in the 
international literature (Altman, 1968). 
3. Covering all operational features of the company (Liquidity, 
Activity, Capital Efficiency, Capital Structure) (Dambolena and 
Khoury, 1980). 

The following financial ratios cover a wide range of information 
and highlight the qualitative features of the individual samples: 

 
x1: Sales to Total Assets;  
x2: EBITDA to Total Assets;  
x3: Net Working Capital to Total Assets;  
x4: Total Liabilities to Total Assets;  
x5: Current Assets to Current Liabilities;   
x6: Gross Profit Margin;                                  
x7: Equity to Loan Capital;  
x8  : Net Profit Margin;  
x9: Return on Capital Employed;  
x10 : Return on Equity;   
x11: Interest Coverage by EBITDA;  
x12: Sales to Receivables. 
x13  : Retained earnings to Total Assets 
x14  : Operating Cash Flows to Total Assets. 

 
The method of factor analysis (Kim and Mueller, 1978a) was used 
to identify and select the most appropriate financial ratios to be 
used in the development of business failure prediction models. This 
is a statistical technique designed to reduce the dimensions of the 
problem being analyzed. This reduction is achieved by minimizing 
the initial number of financial indicators (independent variables) to a 
level that allows for better management, provided that the final 
number of variables retains as much as possible of the information 
revealed about the problem by the initial number of variables. 

 

 
Factor analysis 

 
Descriptive statistics of bankrupt and healthy companies in the 
sample are listed in Table 2. 

In technical terms, with factor analysis, we identify the least 
common factors; let us say q of them, which composes linearly all 
the initial variables: 

 

 

Where, yij is the value o fith observation of the jth variable,  zik is the ith 

observation of the kth common factor, bkj is the linear loadings of the 
model, and eij is the error condition of the model or the percentage 
of the ith observation of the jth variable that cannot be explained by 
the common factors.  

The assessment process is essentially based on the assessment 
of the common factors and their coefficients, following the steps 
below: 
 
1. Checking for correlations of variables. 
2. Determining the number of factors and assessing the model. 
3. Rotation of the model in order to better interpret the factors. 
4. Statistical verification of the suitability of the model. 

For the assessment of the model, the maximum likelihood 
estimation will be used. 

 

 
Variable correlations 

 
Table 3 displays all the pairwise correlation coefficients between 
the variables. We note that only x5 variable with x7 variable, and x2 
variable with x9 variable show a large correlation (91 and 89%, 
respectively), which may lead to multicollinearity problems if both 
variables are used in the same regression model. 

 

 
Model assessment 

 
Tables 4 and 5 show the results of the factor analysis of the model, 
with 14 variables. The "cumulative" column shows the percentage 
of the model variance that is explained each time, taking into 
account the use of a different number of factors. We conclude that 
the use of five factors explains at least 70% of the total variance 
In addition, the "Uniqueness" column displays the variance 
percentage of each variable which is not explained by the common 
factors that emerged after the assessment. A rule of thumb is that 
larger amounts than 0.6 in "Uniqueness" show that the variance of 
the variable is not adequately explained by the common factors, as 
in the case of variable x14. 

Figure 1 depicts a Scree-Test for the appropriate choice of the 
number of factors. Examining the graph of eigenvalues indicates to 
stop factoring at the point where the slope of the line approaches 
zero (where the eigenvalue is 1). Hence, we conclude that no more 
than five factors should be extracted.    

 
 
Model rotation 
 
In an attempt to formulate as interpretable factor weights as 
possible in relation to the initial assessment, we proceeded to 
rotation of the model. In Tables 6 and 7 we present the results. As 
shown in Figure 1 and Tables 4 and 5, the factors selected are 
those whose variance is greater than 1 (Kim and Mueller, 1978b). 
We note  here  that  the  rotation  process   does   not   change   the

𝑦𝑖𝑗 = 𝑧𝑖1𝑏1𝑖 + 𝑧𝑖2𝑏2𝑖 +⋯+ 𝑧𝑖𝑞𝑏𝑞𝑖 + 𝑒𝑖𝑗  
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Table 2. Descriptive statistics of bankrupt and healthy companies in the sample 
 

Variable Mean Std.Dev. Min Max 
Label 

 

x1 1.151 1.131 0.047 8.019 Sales to Total Assets 

x2 0.031 0.107 -0.396 0.312 EBITDA to Total Assets 

x3 0.123 0.317 -0.834 0.929 Net Working Capital to Total Assets 

x4 0.746 0.281 0.042 1.709 Total Liabilities to Total Assets 

x5 1.989 3.541 0.273 26.768 Current Assets to Current Liabilities 

x6 0.305 0.196 0.004 1.000 Gross Profit Margin 

x7 1.041 3.044 -0.415 22.673 Equity to Total Liabilities 

x8 -0.056 0.262 -1.395 0.684 Net Profit Margin 

Χ9 -0.018 0.117 -0.521 0.309 Return on Capital Employed 

x10 0.029 0.985 -4.989 3.886 Return on Equity 

x11 22.095 166.643 -424.408 1500.200 Interest Coverage by EBITDA 

x12 7.561 22.165 0.130 179.416 Sales to Receivables 

x13 -0.058 0.372 -2.012 0.560 Retained earnings to Total Assets 

x14 0.040 0.170 -0.490 0.668 Operating Cash Flows to Total Assets 

 
 
 

Table 3. Table of variable correlations 
 

Variable x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13 x14 

x1 1.00 
             

x2 0.15 1.00 
            

x3 -0.07 0.23 1.00 
           

x4 0.14 -0.25 -0.76 1.00 
          

x5 -0.10 0.01 0.56 -0.52 1.00 
         

x6 -0.34 0.17 0.06 -0.16 0.09 1.00 
        

x7 -0.13 0.01 0.48 -0.61 0.91 0.14 1.00 
       

x8 0.15 0.65 0.25 -0.27 0.06 0.15 0.07 1.00 
      

x9 0.11 0.89 0.31 -0.34 0.07 0.14 0.07 0.73 1.00 
     

x10 0.09 0.17 0.00 0.09 0.00 0.07 -0.01 0.14 0.14 1.00 
    

x11 0.06 0.28 0.07 -0.11 -0.02 0.09 0.03 0.21 0.28 0.07 1.00 
   

x12 0.27 -0.06 -0.07 0.03 -0.02 -0.10 -0.01 0.03 -0.04 0.02 0.01 1.00 
  

x13 0.08 0.57 0.25 -0.32 0.04 0.04 0.06 0.44 0.59 0.06 0.17 -0.07 1.00 
 

x14 0.03 0.18 -0.01 -0.01 -0.01 -0.03 -0.02 0.09 0.14 0.01 0.05 -0.05 0.00 1.00 

 
 
 
the assessments substantially but provides a more complete and 
more comprehensible presentation of the weights of the variables in 
each factor (Table 7).  
 
 

Selection of variables 
 
In Tables 8 and 9 we present the values of the criteria we applied 
for the selection. More specifically, in Table 8 we present the values 
of the AIC and BIC criteria. All three criteria support the selection of 
a maximum of 5 factors. More than 5 factors have little contribution 
to the explanatory capability of the model. For the decision, based 
on the criteria, we rely on the importance of the value difference 
between the criteria as an increasing number of factors is selected. 
The process in brief is as follows: 

 
The criteria AIC and BIC are ( withdf_m=Κand df_r=n): 

 
 

 
The difference in their value, for instance, for a model of one and 
two factors is, 
 

 
 

 
 

The above differences are statistically significant, assuming that 
they follow χ2with 13 (=27-14) degrees of freedom. 

However, this is not the case for more than 5 factors.  
Table 9 shows the values ofKaiser-Meyer-Olkin criterion.  

𝐴𝐼𝐶𝐶 = −2. 𝑙𝑛 𝑙 + 2. 𝐾 +
2.𝐾(𝐾 + 1)

𝑛 − 𝐾 − 1
 

𝐵𝐼𝐶 = −2. 𝑙𝑛 𝑙 + 𝐾. ln⁡(𝑛) 

𝛥𝐴𝐼𝐶𝐶 = 1222 − 4026 = −2804 

𝛥𝛣𝐼𝐶𝐶 = 1352 − 4092 = −2740 
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Table 4. Factor variance – factor weights 
 

Factor Eigenvalue Difference Proportion Cumulative 

Factor1 3.751 1.205 0.268 0.268 

Factor2 2.546 1.119 0.182 0.450 

Factor3 1.427 0.367 0.102 0.552 

Factor4 1.060 0.046 0.076 0.627 

Factor5 1.014 0.093 0.072 0.700 

Factor6 0.921 0.070 0.066 0.766 

Factor7 0.851 0.216 0.061 0.826 

Factor8 0.635 0.082 0.045 0.872 

Factor9 0.553 0.045 0.040 0.911 

Factor10 0.508 0.166 0.036 0.948 

Factor11 0.342 0.097 0.024 0.972 

Factor12 0.245 0.147 0.018 0.989 

Factor13 0.097 0.046 0.007 0.996 

Factor14 0.052 - 0.004 1.000 

 
 
 

 
 

Figure 1. Graph of eigenvalues. 

 
 
 
According to the authors, values higher than 0.5 are considered 
acceptable. 

According to the results (Table 7) the weight of the cash flow 
variable (x14 Operating Cash Flows to Total Assets) on factors is 
not large enough to be considered significant. Therefore, we 
exclude variable x14 from our analysis, even though it is usually 
used in similar studies. From our point of view, it is not appropriate 
for predicting failure because it presents no differences in behavior 
between healthy and failed companies. The variable in the case of 
firms facing difficulties has a better behavior, which resembles that 
of healthy businesses. This is the result of the actions undertaken 
by the companies‟ directors, who, operating under pressure 
conditions, liquidate their assets, stocks and receivables (Rosner, 
2003). As reported by Bhargava et al. (1998), directors of failed 
firms liquidate assets, which may be priced below the cost of 
ownership, resulting in positive net cash flows, even if the 
companies may be experiencing great difficulties. 

Taking into account the results of the factor analysis and the 
correlations between the initial variables, we decided to use the 
financial ratios presented in Table 10, which are going to play the 
role of the independent variables in the Logit model. More 
specifically, the selection of the above set of variables is based on 
the fact that they display the greatest weight in each factor (Table 
7), while at the same time limiting any multicollinearity problems by 
excluding the variables that are highly correlated with those initially 
selected. Additionally, the appropriate variables must present KMO 
values higher than 0.5 (Table 9). 
 
 
Econometricanalysis 
 
The Logit and Probit models are widely used for the form of 
analysis presented in this paper. Their difference is in the 
hypothesis regarding the form of distribution. The logistic 
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Table 5. Factor loadings (pattern matrix) and unique variances 
 

Variable Factor1 Factor2 Factor3 Factor4 Factor5 Uniqueness 

x1 0.007 0.372 0.744 0.022 0.038 0.307 

x2 0.742 0.531 -0.065 -0.031 0.041 0.160 

x3 0.675 -0.439 0.124 -0.121 -0.071 0.316 

x4 -0.723 0.460 -0.051 0.133 0.108 0.234 

x5 0.493 -0.732 0.185 0.113 0.160 0.149 

x6 0.250 -0.091 -0.643 0.415 -0.023 0.344 

x7 0.511 -0.733 0.145 0.135 0.139 0.142 

x8 0.692 0.421 0.030 0.053 -0.029 0.340 

x9 0.806 0.468 -0.041 -0.045 -0.019 0.127 

x10 0.124 0.216 0.009 0.709 0.321 0.333 

x11 0.114 0.160 -0.020 -0.346 0.867 0.089 

x12 -0.079 0.068 0.615 0.358 -0.099 0.473 

x13 0.629 0.329 -0.009 -0.173 -0.282 0.387 

x14 0.312 0.242 -0.046 0.194 0.054 0.802 

 
 
 

Table 6. Factor variance – factor weights after rotation. 
 

Factor Variance Proportion 

Factor1 3.3961 0.2426 

Factor2 2.9959 0.2140 

Factor3 1.5491 0.1106 

Factor4 1.1079 0.0791 

Factor5 1.0716 0.0765 

 
 
 

Table 7. Rotated factor loadings (pattern matrix) and unique variances. 
 

Variable Factor1 Factor2 Factor3 Factor4 Factor5 Uniqueness 

x1 0.177 -0.064 0.801 0.074 0.024 0.307 

x2 0.901 -0.054 -0.013 0.077 0.109 0.160 

x3 0.261 0.723 0.009 -0.176 -0.044 0.316 

x4 -0.298 -0.737 0.069 0.200 0.071 0.234 

x5 -0.131 0.936 0.022 0.082 0.054 0.149 

x6 0.150 0.040 -0.676 0.379 -0.154 0.344 

x7 -0.113 0.933 -0.019 0.094 0.028 0.142 

x8 0.794 0.032 0.063 0.113 -0.002 0.340 

x9 0.922 0.027 -0.003 0.036 0.054 0.127 

x10 0.108 0.000 0.022 0.803 0.047 0.333 

x11 0.045 0.032 0.007 0.018 0.950 0.089 

x12 -0.070 0.102 0.618 0.295 -0.249 0.473 

x13 0.759 0.005 0.018 -0.200 -0.157 0.387 

x14 0.368 -0.022 -0.025 0.240 0.003 0.802 

 
 
 
distribution is similar to the normal one, with only differences in 
heavy tails.According to Green (2003) it is more like t-distribution 
with 7 degrees of freedom. Therefore for intermediate estimated 
values (x’b), for example in the range -1,2 and 1,2, the models give 
similar probabilities (Green, 2003). Different results in the models 

can be observed when there are very few observations on the 
dependent variable or when there is large variance in the values of 
significant explanatory variables and especially when both apply 
(Green, 2003). 

The model that was selected in order to investigate the prediction
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Table 8. Factor analysis with different numbers of factors (maximum likelihood). 
 

factors loglik df_m df_r AIC BIC 

1 -1998.80 14 77 4025.61 4092.76 

2 -584.05 27 64 1222.10 1351.61 

3 -288.79 39 52 655.59 842.66 

4 -182.95 50 41 465.90 705.74 

5 -58.26 60 31 236.52 524.33 

6 -38.33 69 22 214.66 545.64 

7 -23.54 77 14 201.09 570.44 

8 -7.34 84 7 182.68 585.61 

9 -0.41 90 1 180.82 612.54 

 
 
 

Table 9. Kaiser-Meyer-Olkin measure of sampling adequacy. 
 

Variable KMO Variable KMO 

x1 0.556 x8 0.883 

x2 0.740 x9 0.731 

x3 0.576 x10 0.582 

x4 0.593 x11 0.890 

x5 0.524 x12 0.511 

x6 0.573 x13 0.904 

x7 0.520 x14 0.564 

 
 
 

Table 10. Variables to be used in the Model. 
 

Variable description Variable 

Sales to total assets                                     x1 

EBITDA tototal assets x2 

Total liabilities to total assets x4 

Current assets to current liabilities         x5 

Gross profit margin                                      x6 

Interest coverage by EBITDA x11 

Total reserves to total funds x13 

 
 
 
of failure and bankruptcy of Greek trading companies and the 
relation between the predictive capability of the models and the 
degree of homogeneity of the samples of bankrupt firms is the Logit 
distribution model, which is very often used in similar cases asin the 
form of analysis presented in this paper. 
The Logit model is a nonlinear regression model specifically 
designed to assess dependent binary variables. It gives the 
probability that the dependent variable will get the value 1, given 
the values of the independent variables, by adopting techniques 
that lead the values being assessed to move in the range (0,1). 
This is precisely its main point of superiority inrelation to the linear 
probability model, which does not guarantee the range 
(0,1)(Anderson,1972, Efron, 1975,and Keasey and Watson,1991). 
 
 
The logistic probability model (Logit) 
 
Logit  models   use   the   cumulative   standard  logistic  distribution 

function to predict the probability that the dependent variable will 
take value 1:  
 

 
 

Therefore, according to the above, the model to be used is of  the 
form: 
 

 
 

Hence, we estimate model (1) below: 
 
As planned in this paper, the variable bankr=1 represents the 
bankrupt companies, while the variable bankr=0 represents the 
"healthy” (sound) ones. 

𝑷𝒓 𝒚𝒊 = 𝟏 𝒙𝒊 =
𝒆𝒙𝒊𝒃

𝟏 + 𝒆𝒙𝒊𝒃
 

𝑷𝒓 𝑦 = 1 𝐱) = 𝑭(𝑐 + 𝑏1𝑥1 + 𝑏2𝑥2 +⋯+ 𝑏𝑘𝑥𝑘) 
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Table 11. Comparative table of predictive capability of the Logit model. 
 

 Sample 

Predictive capability of logit model 

1
st

 year before bankruptcy 2
nd

 year before bankruptcy 

Failing (%) Non-failing (%) Total (%) Failing (%) Non-failing (%) Total (%) 

Total of TradingCompanies 78.99  66.67  72.88  75.63  66.67  71.24  

Wholesale trade sector 84.00  67.57  75.84  80.00  66.98 73.49  

Wholesale trade sub-sector 90.32  80.00  85.25  85.71  73.68  80.00  

 
 
 

Table 12. Comparative coefficient assessment table – One year before bankruptcy. 
 

Variables 
Trade sector Wholesale trade sector Wholesale trade sub-sector 

Coef. p > Z Coef. p > Z Coef. p > Z 

x1 -0.085 0.556 -0.180 0.286 -1.457 0.147 

x2 -4.335 0.041 -6.242 0.085 -9.360 0.184 

x4 3.020 0.000 3.473 0.005 2.449 0.322 

x5 -0.031 0.580 -0.356 0.239 -1.072 0.174 

x6 -0.809 0.346 0.593 0.621 -2.324 0.348 

x11 -0.003 0.269 -0.011 0.142 -0.048 0.082 

x13 0.965 0.052 1.525 0.059 6.589 0.024 

Cons -1.773 0.006 -1.582 0.237 2.397 0.452 

 
 
 
Variables x1 , x2, x4, x5, x6 x11, x13 were presented in previous 
sections while index i=1,2 represents the 1st and 2nd year before 
bankruptcy. 
 

 

RESULTS AND DISCUSSION 
 

In the following tables, we present the comparative 
results following the assessment of the models we 
developed in the previous sections, both in terms of 
predictive capability and assessments of the coefficients 
of the model (Tables 11 and 12, respectively). The 
analytical results, that is, estimates by sector and sub- 
sector for one and for two years before bankruptcy are 
presented at the end of this section. 

A significant improvement is observed in both the 
overall predictive capability of the Logit model and in the 
predictive capability of the samples of failed and healthy 
firms as the specialization of activities increases, that is, 
the homogeneity of the accounting and financial 
characteristics, during the first and the second year 
before bankruptcy. 

The percentage of classification of the sample of 
bankrupt companies far exceeds the classification 
percentage of the sample of healthy companies in all 
three sample cases, while the predictive capability of the 
Logit model during the 1

st
 year before bankruptcy 

exceeds that of the 2
nd

 year before bankruptcy in all three 
samples. 

In   particular,  the   predictive  capability  of  our  model  

regarding bankrupt firms,for a year before bankruptcy, 
when we investigated the entire sample ofcommercial 
enterprises was 78.99%. When the survey was focused 
only on wholesalers, the percentage stood at 84%, that 
is, it was improved by 6%, while when we reduced the 
sample to the sub-sector of the wholesale trade, the 
percentage stood at 90.32%, improving by 7.5% and a 
total of 14.34%. The respective percentages for the 
healthy businesses were 66.67% for the whole sample, 
67.57% for the wholesale trade, and 80% for the sub-
sector. Similar differences were also observed for the 
second year before bankruptcy. We believe that the 
homogeneity of the sample influenced the predictive 
capability of the model catalytically, mainly for the 
following reason: As long as the sample is homogenized, 
the effect of the variables has greater separation 
capacity. This may be happening because the variance of 
variables between firms across the broade rsector is 
greater,  so their impact on the healthy and the bankrupt 
ones is more likely to be identical. 

It was noticed here that the analyses were repeated 
using the Probit model. The results were about the same. 

In the first year before bankruptcy, for variables x1, x5, 
x11, as the homogeneity of the samples increases as 
well as the degree of significance, the coefficient 
decreases (getting increased in absolute values), which 
shows that the influence of sales, liquidity and profitability 
are significantly increased. The dramatic increase of the 
influence of firm‟s  profitability  is  also  apparent  from the  
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Table 13. Comparative coefficient assessment table – Two years before bankruptcy. 
 

Variables 
Trade sector Wholesale trade sector Wholesale trade sub-sector 

Coef. p > Z Coef. p > Z Coef. p > Z 

x1 -0.091 0.515 -0.229 0.161 0.918 0.246 

x2 -5.196 0.016 -3.183 0.233 -19.673 0.054 

x4 3.586 0.000 2.913 0.024 9.806 0.020 

x5 -0.084 0.259 -0.260 0.345 2.597 0.052 

x6 -0.457 0.595 -0.818 0.464 5.378 0.126 

x11 0.000 0.865 -0.001 0.647 -0.012 0.247 

x13 0.364 0.581 0.237 0.821 5.446 0.054 

Cons -2.085 0.003 -1.037 0.433 -12.937 0.016 

 
 
 

Table 14. Total of trading companies (number in the sample: 119) 
 

Variable Coef. Std. Err. z P>z [95% Conf. Interval] 

x1 -0.085 0.145 -0.590 0.556 -0.369 0.199 

x2 -4.335 2.126 -2.040 0.041 -8.502 -0.167 

x4 3.020 0.667 4.530 0.000 1.714 4.327 

x5 -0.031 0.056 -0.550 0.580 -0.141 0.079 

x6 -0.809 0.859 -0.940 0.346 -2.492 0.874 

x11 -0.003 0.003 -1.110 0.269 -0.008 0.002 

x13 0.965 0.498 1.940 0.052 -0.010 1.940 

_cons -1.773 0.639 -2.770 0.006 -3.026 -0.520 

 
 
 
variable x2 whose coefficient in the wholesale trade sub-
sector has the lowest value, -9.360. 

The coefficient of the variable x2 (EBITDA to total 
assets) in both the 1

st
 and the 2

nd
 year prior to bankruptcy 

appears with negative sign, though statistically significant 
only at Trade sector(p-value<0.05) (Table 13). The 
coefficient of the variable x4 is positive and statistically 
significant (p-value <0.05) indicating that high leveraged 
firms face financial distress more often than firms with 
low ratio of total liabilities to total assets. However, Ikpesu 
and Eboiyehi (2018) argue that the ratio of Long term 
loans to total assets has negative impact on financial 
distress. This is because firms that received long term 
loan are expected to be positively evaluated from their 
lenders/creditors (institutions or banks). 
 
The Tables (14-25) below, present the analytical results 
of the estimation of model (1). The contents of the tables 
are interpreted as follows: 
1. symbol“D”: bankrupt companies 
2. symbol“~D”: “healthy” companies 
3. symbol“+”:classification as bankrupt 
4. symbol“-“:classification as “healthy” 
5. Sensitivity: the percentage of correct classification of 
bankrupt companies 
6. Specificity: the percentage  of  correct  classification  of  

healthy companies 
7. Positive predictive value: the percentage of the actually 
bankrupt companies in the total of those that were 
classified as bankrupt (in the example 76/103=73,79%)  
8. Negative predictive value: the percentage of actually 
“healthy” companies in the total of those that were 
classified as “healthy” (in the example 74/99=74,75%)  
9. Type ΙΙ error 
10. Type Ι error 
11. the error of the percentage in "Positive predictive 
value” 
12. the error of the percentage in "Negativepredictive 
value” 
13. the total predictive capability of the model. One year 
before bankruptcy 
 
 
Conclusion 
 
This paper examines the existence of differences in the 
ability to predict business failure by applying the logit 
model to specific sectors of the economy. We examined 
the forecast of the bankruptcy of Greek trading 
companies and, in particular, the relation between the 
predictive capability of forecasting techniques and the 
degree of homogeneity  of  the  samples  of bankrupt and 
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Table 15. Classification table of total trade sector 
 

Sensitivity Pr( + D) 78.99% 

Specificity Pr( -~D) 66.67% 

Positive predictive value Pr( D +) 70.68% 

Negative predictive value Pr(~D -) 75.73% 

False + rate for true ~D Pr( +~D) 33.33% 

False - rate for true D Pr( - D) 21.01% 

False + rate for classified + Pr(~D +) 29.32% 

False - rate for classified - Pr( D -) 24.27% 

Correctly classified 72.88% 

 
 
 

Table 16. Wholesale trade sector (number in the sample: 75) 
 

Variable Coef. Std. Err. z P>z (95% Conf. Interval) 

x1 -0.180 0.169 -1.070 0.286 -0.510 0.151 

x2 -6.242 3.625 -1.720 0.085 -13.347 0.862 

x4 3.473 1.232 2.820 0.005 1.059 5.887 

x5 -0.356 0.303 -1.180 0.239 -0.950 0.237 

x6 0.593 1.201 0.490 0.621 -1.760 2.946 

x11 -0.011 0.007 -1.470 0.142 -0.025 0.004 

x13 1.525 0.808 1.890 0.059 -0.058 3.108 

_cons -1.582 1.337 -1.180 0.237 -4.201 1.038 

 
 
 

Table 17. Classification table of Wholesale trade sector 
 

Sensitivity Pr( + D) 84.00% 

Specificity Pr( -~D) 67.57% 

Positive predictive value Pr( D +) 72.41% 

Negative predictive value Pr(~D -) 80.65% 

False + rate for true ~D Pr( +~D) 32.43% 

False - rate for true D Pr( - D) 16.00% 

False + rate for classified + Pr(~D +) 27.59% 

False - rate for classified - Pr( D -) 19.35% 

Correctly classified 75,84% 

 
 
 
healthy companies. 

It was find, in the first place, that the percentage of 
classification of the sample of bankrupt companies far 
exceeds the percentage of classification of the sample of 
healthy companies in the three sample cases, both in the 
first year and in the second year before bankruptcy. This 
is interpreted by the fact that the samples of firms that 
include bankrupt companies are more homogeneous 
than the samples of healthy companies,which have been 
created by random sampling process. 

The increasing homogeneity of firm samples leads to 
an overall better predictive capability of the model. In the 
first year before bankruptcy, the overall predictive 
capability of the Logit model for all  trading  companies  is 

72.88%, while when it comes to the wholesale trade sub-
sector, the predictive capability of the model is 85.25%. 
Correspondingly, in the second year before bankruptcy, 
the total predictive capability of the model is increased 
from 71.24% to 80.00%. 

Also, the increasing homogeneity of firm samples leads 
to a better predictive capability of the model, both in the 
sample of bankrupt and in that of healthy businesses. 

The predictive capability of the Logit model in the first 
year before bankruptcy is higher than that of the 2

nd
 year 

before bankruptcy in all three samples. 
The percentage change in the predictive capability of 

the model increases as the specificity of the activities 
increases, that is, the homogeneity of the accounting and  
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Table 18. Wholesale trade sub-sector (Wholesale trade, household articles) (number 
in the sample: 31) 
 

Variable Coef. Std. Err. z P>z [95% Conf. Interval] 

x1 -1.457 1.004 -1.450 0.147 -3.425 0.511 

x2 -9.360 7.048 -1.330 0.184 -23.174 4.454 

x4 2.449 2.472 0.990 0.322 -2.397 7.294 

x5 -1.072 0.789 -1.360 0.174 -2.618 0.474 

x6 -2.324 2.475 -0.940 0.348 -7.174 2.526 

x11 -0.048 0.028 -1.740 0.082 -0.103 0.006 

x13 6.589 2.928 2.250 0.024 0.851 12.327 

_cons 2.397 3.188 0.750 0.452 -3.852 8.646 

 
 
 

Table 19. Classification table of Wholesale trade sub sector 
 

Sensitivity Pr( + D) 90.32% 

Specificity Pr( -~D) 80.00% 

Positive predictive value Pr( D +) 82.35% 

Negative predictive value Pr(~D -) 88.89% 

False + rate for true ~D Pr( +~D) 20.00% 

False - rate for true D Pr( - D) 9.68% 

False + rate for classified + Pr(~D +) 17.65% 

False - rate for classified - Pr( D -) 11.11% 

Correctly classified 85,25% 

 
 
 

Table 20. Total of trading companies (number in the sample: 114) 
 

Variable Coef. Std. Err. z P>z [95% Conf. Interval] 

x1 -0.091 0.140 -0.650 0.515 -0.366 0.183 

x2 -5.196 2.160 -2.410 0.016 -9.430 -0.962 

x4 3.586 0.765 4.690 0.000 2.087 5.085 

x5 -0.084 0.074 -1.130 0.259 -0.230 0.062 

x6 -0.457 0.860 -0.530 0.595 -2.142 1.228 

x11 0.000 0.001 0.170 0.865 -0.002 0.002 

x13 0.364 0.661 0.550 0.581 -0.931 1.660 

_cons -2.085 0.702 -2.970 0.003 -3.461 -0.708 

 
 
 

Table 21. Classification Total of trading companies 
 

Sensitivity Pr( + D) 75.63% 

Specificity Pr( -~D) 66.67% 

Positive predictive value Pr( D +) 70.31% 

Negative predictive value Pr(~D -) 72.38% 

False + rate for true ~D Pr( +~D) 33.33% 

False - rate for true D Pr( - D) 24.37% 

False + rate for classified + Pr(~D +) 29.69% 

False - rate for classified - Pr( D -) 27.62% 

Correctly classified 71,24% 
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Table 22. Wholesale trade sector (number in the sample: 74) 
 

Variable Coef. Std. Err. z P>z [95% Conf. Interval] 

x1 -0.229 0.163 -1.400 0.161 -0.548 0.091 

x2 -3.183 2.670 -1.190 0.233 -8.416 2.050 

x4 2.913 1.288 2.260 0.024 0.388 5.438 

x5 -0.260 0.275 -0.940 0.345 -0.799 0.279 

x6 -0.818 1.117 -0.730 0.464 -3.008 1.372 

x11 -0.001 0.001 -0.460 0.647 -0.003 0.002 

x13 0.237 1.050 0.230 0.821 -1.821 2.296 

_cons -1.037 1.321 -0.780 0.433 -3.626 1.552 

 
 
 

Table 23. Classification Wholesale trade sector 

 

Sensitivity Pr( + D) 80.00% 

Specificity Pr( -~D) 66.98% 

Positive predictive value Pr( D +) 67.42% 

Negative predictive value Pr(~D -) 75.00% 

False + rate for true ~D Pr( +~D) 33.02% 

False - rate for true D Pr( - D) 20.00% 

False + rate for classified + Pr(~D +) 32.58% 

False - rate for classified - Pr( D -) 25.00% 

Correctly classified 73,49% 

 
 
 

Table 24. Wholesale trade sub-sector (Wholesale trade,  household articles) 
 (number in the sample: 29) 
 

Variable Coef. Std. Err. z P>z [95% Conf. Interval] 

x1 0.918 0.791 1.160 0.246 -0.634 2.469 

x2 -19.673 10.219 -1.930 0.054 -39.702 0.355 

x4 9.806 4.224 2.320 0.020 1.528 18.085 

x5 2.597 1.338 1.940 0.052 -0.025 5.219 

x6 5.378 3.510 1.530 0.126 -1.502 12.258 

x11 -0.012 0.011 -1.160 0.247 -0.033 0.009 

x13 5.446 2.824 1.930 0.054 -0.089 10.982 

_cons -12.937 5.374 -2.410 0.016 -23.469 -2.405 

 
 
 

Table 25. Classification Wholesale trade sub-sector 
 

Sensitivity Pr( + D) 85.71% 

Specificity Pr( -~D) 73.68% 

Positive predictive value Pr( D +) 78.26% 

Negative predictive value Pr(~D -) 82.35% 

False + rate for true ~D Pr( +~D) 26.32% 

False - rate for true D Pr( - D) 14.29% 

False + rate for classified + Pr(~D +) 21.74% 

False - rate for classified - Pr( D -) 17.65% 

Correctly classified 80,00% 
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financial characteristics of the firm samples, in all cases. 

The capital structure variable (debt to total assets), 
shows in all three cases the best explanatory ability. It is 
statistically significant and shows a positive sign, which 
means that an increase in the value of the variable 
increases also the probability of bankruptcy. 

The financial ratios (independent variables), which 
describe the accounting and financial characteristics, 
differ in their degree of significance among the three 
above-mentioned firm samples.Finally, we note that 
these results are based on Greek enterprises,  which are 
mostly non-listed and family-owned. The process we 
presented in our paper could be repeated in other areas 
of economic activity, as for example in the manufacturing 
sector and its sub-sectors. Also, its application on a 
sample of listed companies would be interesting. The 
results of our study suggest that analyses designed top 
changes in the firms‟ behavior that mark their course 
towards failure or bankruptcy should necessarily refer to 
more homogeneous samples. Analysts, managers, 
banks, and generally all interested parties should 
therefore use firm samples relating to the sub-sector level 
for comparisons, in order to reach unbiased conclusion 
about the probability of business failure. 
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